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Impact of cold-starts on performance?
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How providers handle cold starts?
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How can we do better?
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How to exploit the slack and execution 
time predictability?
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Slack aware queuing
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Slack aware queuing

How to allocate Slack?
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• Details of the workload used. 
• Evaluated schemes and policies. 
• Details about LSTM training.


